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' Java Monitors - CONCERNS

<java.sun.com/products/jfc/tsc/articles/threads/threadsl._html>

 “If you can get away with it, avoid using threads.
Threads can be difficult to use, and they make
programs harder to debug. ”

« “Component developers do not have to have an
In-depth understanding of threads programming:
toolkits in which all components must fully
support multithreaded access, can be difficult to
extend, particularly for developers who are not
expert at threads programming. ”
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Java Monitors - CONCERNS

<java.sun.com/products/jfc/tsc/articles/threads/threadsl.html>

“It Is our basic belief that extreme caution is
warranted when designing and building multi-
threaded applications ... use of threads can be
very deceptive ... in almost all cases they make
debugging, testing, and maintenance vastly more
difficult and sometimes impossible. Neither the
training, experience, or actual practices of most
programmers, nor the tools we have to help us, are
designed to cope with the non-determinism ...
this is particularly true in Java ... we urge you to
think twice about using threads in cases where
they are not absolutely necessary ...”

2013/10/5




Java Monitors - CONCERNS

e S0, Java monitors are not something with which
we want to think - certainly not on a daily basis.

« If we have to think with them at all, we want some
serious help!

 The first step in getting that help is to build a
formal model of what we think is happening ...

Peter Welch

2013/10/5



T-Kernel

SMP
SMP

SMP CPU
CPU

CPU

http://www.esol.co.jp/embedded/et-kernel_multicore-edition.html#smpprogramming

2013/10/5



Java CSP

CSP

CSP
CSP

JCSP
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JCSP
Java CSP JCSP
Java
AOP CSP CSP
CSP
CSP JCSP
CSP

JCSP

http://www.ibm.com/developerworks/jp/java/library/j-csp3/
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Java CSP

CSP 2
CSP
CSP 2 1
JCSP
CSP
1
1
CSP
1 1
CSP

http://www.ibm.com/developerworks/jp/java/library/j-csp3/
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JCSP java.util.concurrent

Java J2SE 1.5 java.util.concurrent
JCSP Java

java.util.concurrent JCSP

JCSP CSP
java.util.concurrent

JCSP

http://www.ibm.com/developerworks/jp/java/library/j-csp3/
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http://www.inamori-f.or.jp/laureates/k16_a_ antony/ctn.html

(Anthony Hoare)

CSP(Communicating Sequential Processes)
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2003 CSP

; Most cited articles in Computer Science [GiteSeer; Steve Lawrence, Kurt Bollacker, Lee Giles] - Microsoft L. r__lﬁ|§|

LMD REE BTW  BRCANG DD I -

€ ©- ¥ A& Lu= seencn @70 @ -2 W-| JELE.LLH

FELAD |@L|http:ffc:iteseer.ist.psu.edufarticles.html V|ﬂ’l§§}h ol Wish PR @'
~

Most cited articles in Computer Science - June 2003 (CiteSeer)

Generated from documents in the CiteSeer database, Thiz hist does not include citations where one or more authors of the citing and
cited articles match, This list 1s automatically generated and may contain errors. The list 1z generated in batch mode and citation
counts may differ From thoze currently in the CiteSeer database, because the database 15 continuously updated.

Al Tears 1390 1991 1592 15993 1994 1995 1986 1997 15998 193% 2000 2001 2002 2003

ezt 200

1. Doc  Contest 2327 [ GI72 | ME Garey and D3 Johnzon. Compuisrs and iractabilitv: A Cuide fo the Theory of
NE-Compleieness. Freeman, New Tork, 1975,

2. Book Context 2870 [12] Thomas H Conmen, Chatles E. Leiserson, and Ronald L. Rivest. [nfroduction to algorithms.
The MIT Fress, 1591

A 3 Doc  Contest 2260 [25] C.AR. Hoare, Communicating Sequential Processss, Prentice-Hall International, 1985,
4. Book Context 1736 [ Gol3? ] David E. Goldberg. Genetic Algorithme in Ssarch, Optimization, and Machine Learning.
Addison-Wesley, Reading, IMassachusetts, 1989
5. Doc Context 672 Duda, B O, & Hart, P E (1973). Patiern classification and scene analyvsis. New Torl, N
Wilesy.
& Deoc Context 7647 3 AP Dempster, MM Lard, and DB, Bubin. Maxizees Dikelilood from ncomplete Data via
the EM Algorithm. Journal of the Eoyal Statistical Society, Senes B (Methodological) , 39(13:1--38, 1977,
3 T . - [ Iy ap— Y reard C T B e T I T e S . I N - e iRy L P UL ppu Uy I I pSpTUpUR U I | I N RN - U oA b7
& o AT
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Sir Tony Hoare

« 2000 16
e 2000 3 7

« UK Grand Challenges
(http://www.nesc.ac.uk/esi/events/Grand_Challenges/proposals/

)
- 2004 7 7 8 CSP25

. http://research.microsoft.com/~thoare/

FACS FACTS Issue 2004-3

2013/10/5

Tony Hoare (front row) and a number of s Toliowars™ &l the C5F 25 confemnce.
2™ row: Jonathan Bowen, AN Abdabah, Wayne Luk, Mark Jossphs, Bl Roscos, Siephen
Brookas, CRY Jones
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CSP

ndf pdf

Real-Time -CSP
http://www.usingcsp.com/ http://www.fsel.com/

C. AR Hoare
Communicating

Sequential
Processes

1 Real-Time

Concurrent and
Real-time Systems
The CSF Approach

SOMPLT ER- SCIENTY

(Prentice-Hall International,

ISBN 0-13-153271-5) Concurrent and Real-
time Systems The Theory and Practice Specification and Proof
The CSP Approach of Concurrency i1 Real-Time CSP
CSP Steve Schneider A.W. Roscoe Jim Davies
ISBN4-621- Wiley Prentice Hall : ored
Cambridge Universit
03683-1 ISBN 0-471-62373-3 ISBN 0-13-674409-5 oross Y

ISBN 0-521-45055-1
2013/10/5 17
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Communicating Sequential Processes

CSP

occam
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occam Primitives

Skip

Stop

Assignment

Input

Output

Procedure call
Sequential Composition
Conditional branching
Iteration

Parallel composition

SKIP

STOP

Var := Exp

Chan ? Var

Chan ! Exp
Name(ExpO, .., Expn)
SEQ(PO, ..., Pn)
IF((bO, PO), ...(bn,Pn))
WHILE(b, P)

PAR(PO, ..., Pn)

Alternation ALT((g0, P0), ...(gn, Pn))
Priority PRI(P1, P2, ..Pn)
2013/10/5

1. SEQ
2. PAR
3. WHILE
4. IF
5. CASE
6. ALT
/. PRI
8. SKIP
9. STOP
10.cle
11.c? X
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CSP(Communicating
Sequential Processes)

Fortran COBOL HDL
/ \ — l INMos Cambridge

Oxford _ BCPL

BASIC ALGOL60 T'rﬁgﬁf!ecc N occam2 l
/ l \V\A B

ALGOL68 Pascal PL/1 SIMULA ERLANG l
Fortran M C

SMALLTALK l

\ C++
\ Java

Concurrent Modula Euclid

Pascal \ / //

JCSP CCSP KRoC
(Java) C++CSP (occam2.x)
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________________________________________________________________________________________

Linear Duration \
FSM UML-RT Temporal
i Calculus

- = e = e e e e = e e
— e - - ————

CSP
SPIN, LTSA, FDR2, PATS, ... FDR2, PAT3
CSP
i Java (JCSP,Jibu) occam-Tt i
i C++ (C++CSP Jibu |
\ HW (NSL, XMOS, Handel-C)

___________________________________________________________________________________________
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occam-for-all

(Transputing without Transputers!!)

occam STMicroelectronics

16/32bit

A 4

1980 v
[ Transputer }—i occaml } Inmos
@ 1980 (SpaceW|re(lEEE1355)
A\ 4
/[ ﬁ} Visual-CSP W

OCCam 2 } University of Twemg -
Jibu W I
- <

N % Handel-C
% andel- } v

2008 XMOS J [ occam?2.1 2000 C++CSP

o [ kTPCore 1992 Kent CCSP }
/ \4 w
4" KRoC H occam-Tt J

1991 occam3 kTransterpreter

Kent Retargetable occam Compiler

AXONY7




Jibu: AXONY7

e I 38 %] ] [0 |[2-
FrAREr  EEE EEAD  NWCADE vl ARTE %
Cougle[G=22= N-FE- = WRLQ B~ @~ | O 72070 B70oM00 | % Frod - (1] IR - |[gousst- 9 G am-r ® Q-
W S| e > e ' B0 I G- "
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e — Preducts  ConseRancy  Pricing | Downiads  Forum  Docemenation  Supesrt  Fad  Contset  Axgal

(R Ve y e A
JiBu ; JIBU : JIBU ; JIBU
Unleash the power of multi-core processors ? for .NET ; for C++ ; for Java | for Delphi

Absftract threads and low-level synchronization
Easy to leam, easy o use and easy to debug
Uniform APl across multiple languages

]
= Would your apphcation benefit from more J'Bu Hews

procassing powar? B
=» Wani your cusiceners 1o reap the banefts of berer 0 i & crons progiammeg nguage softwan brary tor sale

perfonming programs? and edficient panaliel programming Bk Ter Delohe relopped
> Want 1o develop adanced pasallal programs without 0 gupports sieple mplemestation of al majpr paralsl design :_:;?“ R 10 Bvilabi Tor el

a degree In rocket science? panerTy
=¥ Thank Mg 13 too short lor all night debugging 0 festures sdvanced lask scteduling )

gEESIoNE 7T B features advanced ock-free work stealng bo engune [on foos

i lead Ealane AxanT i prous D aARsunGe

» Wanl to be able to learn once and apply _ wificierd ead Ealancing wvnAabAty 57 i 1,00 for e

everywhare? S features malaxes and C5P channels for task
=» Wanil a place to go when you are stuck? oM aTo

T snpsiey frg-graned concumency mclidng theassnds of dik Tor Jave nuterial availee
e Bart four of e Mt for Java Setonal o
L @ A =dsk 41008 -

Delphi (OO-Pascal) Java C++ C# CSP Visual Studio .NET
x86
AXONT7 (http://www.axon7.com/)
2013/10/5



Tripod

A mechatronic set up with three linear
motors.

Experimental setup for:

Concurrent (CT) control implementation
CT/CSP safety patterns

Formal checking of CSP software
designing

Learning feed-forward control, being done
in the PhD project of Bas de Kruijf
Control hardware platform:

Industrial PC under DOS

Parallel PC/104's (planned)

2013/10/5

JIWY

2DOF end-effector for driving a
camera

Experimental setup for:
Refinement of control laws
Concurrent (CT) control
implementation

Fault tolerance by CT exception
handling

Control hardware platform:

PC under DOS and RTAI Linux
Analog Devices ADSP 21992
embedded processors

a2

Y

University of Twente
The Netherlands

http://www.ce.utwente.nl/designtools/

LINIX

Simple motion control
demonstrator

Experimental setup for:
Integrated control laws and
control software automatic
generation

Basic & Adaptive control
(done by other projects at our
group)

Control hardware platform:
Analog Devices ADSP
21990/21992 embedded

processors
24



Microsoft*
\ ~ . . - rpia T ic
Ay a7 < LS = 0

Y

Research
APP > & i 8= ki R ;
J ] o (gl =M g
S % % i Eniunrs_i_!ly c!. Iwe;tz A>(ON 7‘

Programming ERLANG ;
Language  CCSP, C++CSP, JCSP, occam-pi, Transterpreter,

Y

Y

< 2 Jibu(Java, C++, C#, Delphi), Fortran-M, Erlang, FDR2, CSP-Prover
MiddleWare } Visual-CeP "L'”’L"‘"""“‘ P~ CP(Python), CSP++, CL(Common Lisp)
>~ )
LibCSP(l Newsqueak, Alef, Limbo, Go
J - ( quptevq ; Go_ &
S— Grid-occi )AP, LEGO Mindstorms A
System ~ Microsoft blngurauty U, RIVIOX,
g : ; o
{ < Open Licence Society 4% RMoX Lo/ AN .
P e | OQPEN LICEMSE FOCTETY Flattner
SRR " Tangram, Verilog+, VerilogCSP, Handel-C , XMOS, ﬂ Institut

/= TPCore, ARM, STBus, STNoC, SpaceWire(IEEE1355)

Paes.. ERSON  NEQ ARM [y, (T KALRAY

@ (@esa s nec/Tosuiea
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&

University of Twente

ok wWD

11. CSP-based object-oriented description of parallel reconfiguration archltectures

IWMI

CSP Java

JCSP Basic & Network Edition Kent
-- http://www.cs.kent.ac.uk/projects/ofa/jcsp/

CTJ Twente

Ptolemy II UCB -- http://ptolemy.eecs.berkeley.edu/
Jassda Oldenburg

Distributed Real-Time Java Paderborn

Ecole Polytechnique Fédeérale de Lausanne
-- (http://Itiwww.epfl.ch/sJava)

Qasis INRIA -- http://www.inria.fr/oasis
SCOOP Universidade do Minho
. Higher-Order-Concurrency in Java Waterloo

http://www.doc.ic.ac.uk/~jnm/book/

http://ieeexplore.ieee.org/xpl/abs_free.jsp?arNumber=47542

0. Concurrency: State Models & Java Programs(Jeff Magee & Jeff Kramer)

&

12. JACK: Java Architecture with CSP Kernel (Informatics Center, Federal University of Pernambuco)

1

3. CSP.NET (University of Copenhagen,
http://www.cspdotnet.com/Home/tabid/36/Default.aspx)

14. Grid-occam(http://www.grid-occam.org/moin/StartSeite)

Mﬁ' et I

CSP.NET

I INRIA

Cancurrency made easy

26



CSP

Linux KRoC(occam) CSP PAR(P,Q,R)
KRoC(occam) :
ETC(Extended Transputer Code) 1A32
x86 Transputer

o

—>

50nsec(P4@2.4GHz) context switch 20nsec R -—>-
startup/shutdown - -

i /

t1 t2 t3

Transputer

Areg \
Brea
Creg

Oreg [ P

[ Wptr
[ lIptr

Next instruction

201s5/1uiod
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9.

10.
11.
12.
13.
14,
15.
16.
17,
18.
19.

|| | 1
2013/10/5

CSP (1)

L a2 Tue SOFTSTEALTH™ RTOS

Virtuoso RTOS, EONIC SYSTEMS (http://www.eonic.com/) :
Celoxica -- Occam compilation to FPGA (http://www.celoxica.com) = .
ARM —ARM (http://www.arm.com) &
SpaceWire (http://www.estec.esa.nl/tech/spacewire/)  —
Grid Computing (Fortran-M) (http://www-fp.mcs.anl.gov/~foster/) cpmnt s |
STMuicroelectronics SoC (STB, DSC, DTV, GPS
32 ports Packet Routing Switch Chip STC104 (occam )
8 ports Packet Routing Switch (FPGA, UbiSwitch481 — JCSP ST20
) (http://www.4links.co.uk)
TCP/IP (IBM
SpecC System(http://wwwl.ics.uci.edu/~specc/)
Twin-Burger (http://underwater.iis.u-tokyo.ac.jp/robot/tb/tb-chpl-e.html)
(http://www.mel.go.jp/soshiki/robot/jiritsu/project/malec-j.html)
Concurrent Java (JCSP, CTJ) — (http://www.cs.ukc.ac. uk/prOJects/ofa/Jcsp/)
Concurrent Java (http://www-dse.doc.ic.ac.uk/concurrencyy/)

U
N

N
K D D I FaX Initiators / Masters

Type 3 Type 2 Type 2
PU rM_E’EG Si[athcs
Dedicated

CPU-EMIBus | control information Flo w

< : 1 STBus>
A

General | Peripheral Bus




CSP (2)

20. LSI
1985.11.4

21. DR-net(http://yokota-www.cs.titech.ac.jp/~yokota/drnet/exsys-
j.html)

22. MIMD - GC-MPC-128

(http://www.jaist.ac.jp/iscenter/mpc/old-machines/Parsytec/)
23. BSP(Bulk Synchronous Process)
24. Ada, occam, TRON Rendezvous
25. SPIN Protocol Validator (Gerald J. Holzmann, AT&T Bell Lab)
26. PROMELA(PROcess MEta LAnguage)

27. Parallel CAMAC Project — http://www-
online.kek.jp/~yasu/Parallel-CAMAC/

28. UML2.0 1355 Routing Switch

29. —UNISYS

(http://www.unisys.co.jp/tec_info/tr52/5202.htm)

30
Twin-Burger GC-MPC-128 4Links (http://4Links.co.uk/)



CSP (3)
31. occwserv: An occam Web-Server (http://wotug.ukc.ac.uk/ocweb/)

TCP CTCP 400 T T T T T
Accept ] write ocowsery 1024 ——
ocowsery §152 ——

apache 1024 ——

330~ apachesl® ——
state.farm TCP
/_’ write
. | .. TCP
s cglfarm write
TCP | fefam -E-
read E
. TCP =
s ogifem G [
£
B
b y
-—{ e.proc
; :
stat.process TCP
wrrite
TCP e )
Clc=e ! ___ . comection-capable channel :
| ——w comnections-only chamnel
j —= stats-channel (inc. connections)
http://wotug.ukc.ac.uk/ocweb/ Corcumency lsve
200 | | | | | |
10m VV L
E g0
: 2
: :
% =
g g oo i
E— L
& 3
2
a
4m -
100 —Mw 102y =~ |
ococwsery S5 ———
apacke 1024 —— 2 = .
apache 8182 ——— ocowseny 1024 ———
i} ] ] ] ] ] ] ] ] ] cccwserr: iﬁé% —
apac e —
2( 0 5) 10 15 20 25 30 35 40 45 0 a;ggche ] 31
Corcunency lewvel o | | | | | | | | |
a 5 10 15 20 25 3 & 40 45 =0

http://wotug.ukc.ac.uk/ocweb/perf.html Corcuttency leve



CSP

32. Transputer FPGA
http://tmubsun.center.metro-u.ac.jp/index_j.html

2013/10/5

(4)

Fpir  agped -
ALUbus ALU
—  Bpir g T -
Areg -l | Cnt *
+ + Temp
Breg  —m Error [-4——
Creg w4 F0a—F ROM
Wptr
Mectr]l  fap—]
Ipt -
pir Ireg
Addrbus Oreg _-q-p-

S S N A

[ 4.1: CPU i o 2

32



CSP (5)

33. Concurrent Programming ERLANG i
(http://www.erlang.org/ , http://www.erlang-projects.org/)

ERICSSON

34. Concurrent System Interface Modeles - VME (IMEC ) ERLANG

peged
stat extern function decods (address); /* addr dec */ i
t 1 ;% VME t 1 ® i
e [ § | s e Erlang
done

protocol mem; /¥ memory protocol */

Reqg

y SRC<IND> Ak DroCess Vime_fo mem -

Dp_lmal T;} DATA=I 10> b channel addrl{14:1}, datal{7:0), write - vme;
Link For :D channel addr2(10:1}, data2{ 70}, we : mem; *Fm
Storage FIFOs [

B SRS Req boolean mede, x(14:1), v{7-0), z{T:0};

DE':;“' V] P . writeTmods | addr]%x =T
= ZAtE ':"; if (decods (x{14:11))==1) {
if (mode==0) { /* read mode */ e
/ Interface Module \ addr2!x || welmode || | datal?y; data2ly }

Lelse { /* write mode ¥/

BRC DATA addr2!x || welmode || | data??z; datallz }
R ' }

[[=0n]
Ark

Fisore 1: Fnperfare fr dualoptical somce to FIFO buffere. Figure 11: Specification of VMEbus to processor memery interface.

35. IMPLEMENTING APPLICATION FRAMEWORKS: OBJECT-ORIENTED FRAMEWORKS
AT WORK (http://www.cse.unl.edu/~fayad/Books/ImplemB2/preface.ntm ) -- IBM

2013/10/5 33



36.

CSP (6)

SuperH CPU Core

SoC(System-on Chip) RISC CPU 32
SH-4 64 SH-5 SH-4 CPU
SH-5
64 SIMD(Single Instruction, Multiple Data)
CPU
SoC CSP(Core Support Peripherals)
I SoC
~{_SuperHyway Bus™
SuperHHyway Bus™  VSIA/VCI SoC
SuperHyway
SEDK(Soc Evaluation
Design Kit) AMBA CoreConnect
IP SuperHyway
ESPRIT Chameleon David May
PACT SuperHyway Bus

2013/10/5 CSP ST
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1355(HIC)

o HIC(Heterogeneous InterConnect)
« ST(Inmos) Bull
 |EEE1355-1995

 CPU/Board

e CSP
e ST(Inmos) T9000

SpaceWire

2013/10/5

(DS-Link) Router C104
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IEEE1355

MPU Inmos T800 19000,
C104 1991

DS-Link  STMicroelectronics(  Inmos)

e FireWire(IEEE1394)
— 1394a PHY Apple Mike Teener 1355 DS-
Link
— 1394b(Long Haul/High Speed) ST Colin Whitby-
Strevens 1355 HS-Link

« USB-1394
1355
e Myrinet(1997) — - S
o PCI-Express(2002)
J

 [InfiniBand(1999)
* NGIO(Next Generatlon IO 1999)

{[o] 8Ccsl
Cntir
TCA
- 710 Unit
o
[ = Mem " LInk | < |0
H ; cntir Wl HCA DT Switch ! C cntir
=
CPU
e
d
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CSP
1995
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SpaceWire

NATIONAL AERONAUTICS
AND SPACE ADMINISTRATION

NASA(http://ipp.gsfc.nasa.gov/ft-tech-spacewire.html)
ESA(http://spacewire.esa.int/content/Home/Homelntro.php) !
JAXA(http://spacewire.esa.int/content/Missions/JAXA.php) B
NEC SpaceCube(http://techon.nikkeibp.co.jp/article/NEWS/20051214/111641/)
4Links(http://www.4links.co.uk) : )
STAR-Dundee(http://www.star-dundee.com) 4Links <" /FMEX
Aeroflex(http://www.aeroflex.com/aboutus/pressroom/newsrelease/2006/07170¢ ™~
ATMEL(http://www.atmel.com/)

Gaisler Research -
(http://www.gaisler.com/cms/index.php?option=com content&task view&id=262&Item
1d=179)

Dynamic Engineering(http://www.dyneng.com/spacewire.html)
Saab Ericsson Space (http://www.evertig.com/news/read.do?news=1043&cat=2)

Aurelia Microlettronica (www.caen.it/micro/pdf/Products_Services Overview 2006-

2007.pdf)
e

B

2013/10/5 AIMEL ‘



TRONSHOW T-Engine
SpaceCube

http://techon.nikkeibp.co.jp/article/NEWS/20051214/111641/

Teacube EvaCube T-Engine NEC
Teacube T-Engine SpaceCube 2005 12 14
TRON TRONSHOW 2006
SpaceWire NEC NEC
NEC SpaceCube
SpaceCube
NEC
SpaceCube  FPGA Teacube 3 SpaceWire
NEC VR5701 Teacube
SpaceWire LVDS FIFO
IEEE1355 FPGA LVDS
LSI 200M /
JAXA
NASA ESA
SpaceCube SpaceWire Extension for T-Engine SpaceWire 3
CAN20B 1 IEEE1394a-2000 3
NEC NEC
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Tangram (Philips)
—  http://www.eetimes.com/story/OEG20030331S0020

£ ity ii‘ x
Verilog+

—  http://www.epson.co.jp/e/newsroom/tech_news/tnl0505single.pdf
VerilogCSP (University of Southern California)

— http://jungfrau.usc.edu/new/research/current/verilogcsp/
Handel-C(Aqility)

—  http://www.celoxica.co.jp/

XMOS
—  http://www.xmos.com/

Basla ( University of Manchester)

SpecC channel, par, pipe, protocol,
SystemC synchronize
CSP

2013/10/5
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(Asynchronous Circuit)

MPU

e Tangram (Handshake Circuit)
— Philips EDA
— http://www.eetimes.com/story/OEG2003033150020
e OCCarm

— http://www.cs.bham.ac.uk/~gkt/Research/occarm/occarm_h
ome.html

 ARM
— http://www.arm.com

o Seiko EPSON
- CQ Design Wave, p63-p84, 2005 July
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ARM

OCCARM 1s a distributed discrete event simulator of the AMULET1
microprocessor, an asynchronous version of the ARM RISC processor
which has been developed by the AMULET Group, in the Department
of Computer Science, University of Manchester within the ESPRIT
OMI-MAP project.

The motivation for developing OCCARM has been the increasing
debate regarding the potential use of CSP for modeling the non-
deterministic parallel behaviour and structure of asynchronous
hardware. The main results of this endeavour have been presented
in various publications.

OCCARM 1s written in occam (the name OCCARM derives from the
combination of occam and ARM). It consists of more than 15.000
lines of occam code and describes AMULET1 at the Register
Transfer Level. It is instruction driven. It executes ARM6 Pt i
machine code produced by a standard ARM compiler. Instructions o e e
enter the simulator as 32-bit quantities in hexadecimal format. L__
Instruction decoding is performed by means of PLA models s
implemented as two dimensional arrays of boolean values; the
model makes use of a library of occam functions developed to
allow Instructions to be treated both as iInteger values and as il
one dimensional boolean arrays.

OCCARM code and sources are available upon request.

OCCARM was initially configured to run on the ParSiFal computer, =

Gami

a 64-Transputer multiprocessor machine developed in the T A
Department of Computer Science, University of Manchester. Both,

single and multi-transputer configurations havebeen developed. : _"w
A number of techniques have been devised for collecting and | .~
analysing monitoring information. OCCARM 1s currently being E

ported on a workstation network using the KRoC system.
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CSP
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GPars(Groovy Parallel
Systems)

e Concurrent collection processing
e Composable asynchronous functions
e Fork/Join

e Actor programming model

e Dataflow concurrency constructs

e CSP
- Agent ‘590/';

http://gpars.codehaus.org/
2013/10/5
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Inmos Flight Simulator (1987)

http://www.classiccmp.org/transputer/ Transputer

a7



Erlang(Ericsson Language)

ERICSSON 2
TAKING Y FOR

OU FORWARD

e Ericsson

— http:/7/www.erlang.org/
— http:-//ja.wikipedia.org/wiki/ZErlang

— http://www_ericsson.com/technology/opensource/e

rlang/Zi1ndex.shtml

e CSP/occam

2013/10/5
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Esterel

~ ESTEREL

)

LS/

. (Lustre)

e CSP SDF(Synchronous Data
Flow)

— http://ja.wikipedia.org/wiki/Esterel
— http://www.esterel-technologies.com/

2013/10/5
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CSP Operating System

 RMoX(Raw-Metal occam Experiment) 28 RMoX
— http://rmox.net/
e Microsoft Singularity 0OS
— http://research.microsoft.com/os/singu MR"
— http://en.wikipedia.org/wiki/Singulari
ting system)
— RMoX
e Open License Socilety
— http://www.openlicensesociety.org/drupal55/inde

X.php
— RTOS EONIC CSP

— Eric Verhulst 1989

2013/10/5 50




occCam
KENT

UNIV F KENT

e KRoC(Kent Retargetable occam-(pi1) Compiler) ==
— http://www.cs.kent.ac.uk/projects/ofa/kroc/ |l
e Transterpreter(Transputer Interpreter)
— Transputer byte (interprete) Q
— http://www.transterpreter.org/ 2
— Transputer VM
— Lego Mindstorm, Cell mobile robot

e SPoC(Southampton Portable occam Compiler)

— http://www.hpcc.ecs.soton.ac.uk/hpci/tools/index.
htm

— http://www. 1tk._ntnu.no/ansatte/Hendseth Sverre/oc
cam/Zindex._html

— occam2.5 C

2013/10/5 51



The Grid-occam Project

ﬁ‘ﬁ‘-"" Erg ..':; 3

Dipl.-Inf. Bernhard Rabe
Dipl.-Inf. Peter Tréger
Dr. Martin von Loéwis
Prof. Dr. rer. nat. habil. Andreas Polze

Operating Systems & Middleware Group
Hasso-Plattner-Institute, University of Potsdam

http://research.microsoft.com/collaboration/university/europe/RFP/rotor/2004Projects.aspx

Southampton Tony Hey

CSP/occam/Transputer
2013/10/5
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Grid-occam Project
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The Grid-Occam
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Dipl.-Inf. Bernhard Rabe

Dipl.-Inf. Peter Trdger
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Prof. Dr. rer. nat. habil. Andreas Polze
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Hasso-Plattner-Institute, University of Potsdam
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Building a Grid Application

Grid Application Execution

B MR

High-Level Grid Abstractions

o[l coruntime [,

Remote Control-Parallel Message
Procedure Call Programming Passing

W e e

Grid Infrastructure (Resource Discovery, Job Execution,

Intra/Inter-Node Communication)




Grid-occam Execution Environment

e

Occam

Weighted
Task Graph

2013/10/5

Compiler |

Topology (MDS,

NET WS—Infﬂrmatipn,
Assembly NWS, Ganglia)
<
Occam Grid >
Library Job Submission
(DRMAA, JSDL,
GT JobManager)

Grid Service

Interface

d

SMP Assembly +
Machine Occam MT Library
SMP Assembly +
Machine Occam MT Librarv
SMP

Machine

Assembly +
Occam MT Librarv

Grid Node
(Cluster)

Grid Node
(Single
Machine)
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SSDL(SOAP Service Description
Language)

MEP - The Message Exchange Patterns (MEP) Framework
defines a collection of XML Infoset element information items
that represent commonly used simple exchange patterns. The
current set of message exchange patterns supported by the MEP
framework is a superset of that found in the latest draft of the
WSDL specification.

CSP - The Communicating Sequential Processes (CSP)
Framework defines a collection of XML Infoset element
information items for defining a multi-message exchange
using sequential process semantics, based on basic CSP
semantics. Work is currently underway to make use of the
full strength of the CSP in describing contracts.

Rules - The Rules-based SSDL Protocol Framework defines a
collection of XML Infoset element information items that can be
used to describe a multi-message exchange protocol using
conditions. The protocols captured using the Rules-based SSDL
protocol framework can be validated for correctness, liveness,
and other properties.

SC - The Sequencing Constraints (SC) Protocol Framework
defines a collection of XML Infoset element information items
that can be used to describe a multi-party, multi-message
exchange protocol using notations based on the pi-calculus.
Protocols in the framework are specified using a sequential
technique, specifying the legal set of actions at each stage of the
protocol. The framework is intended to provide a simple way of
specifying protocols but also have a formal basis to allow
properties of the protocols to be determined.

2013/10/5 http://www.ssdl.org/overview.html

SOAP

S550L contract

andpoints

NET

CSP

MEP S5DL protocol framework

C3P S50L protocol framework

Rules S5DL protocol framework

SC SSDL protocol framewark
(pi-calculus-based)

Other SSDL protocol
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CSP

<xsd:complexType name=""statement’’>
<xsd:sequence>

<xsd:choice maxOccurs=unbounded/>

<xsd:element name=""Assign’’ type=""assign’’/>
<xsd:element name=""Sequence’’ type=""sequence’’/>
<xsd:element name=""Par’’ type=""par’’/>
<xsd:element name=""Choice’’ type=""choice’’/>
<xsd:element name=""Iteration’’ type=""while’’/>
<xsd:element name=""Call’’ type=""call’’/>
<xsd:element name=""Returns’’ type=""return’’/>
<xsd:element name=""Send’’ type=""send’’/>
<xsd:element name=""Onlnput’’ type=""onlnput’’/>
<xsd:element name=""Wait’’ type=""wait’’/>
<xsd:element name=""Raise’’ type=""raise’’/>
<xsd:element name=""Try’’ type=""try”’/>
</xsd:choice>

</xsd:sequence>

</xsd:complexType>

Web

DSoS
. IST-1999-11585
=05

Dependable Systems of Systems

Further Results on Architectures and Dependability Mechanisms for
Dependable SoSs

WSCAL statements are quite similar to the ones introduced by XML-based languages for the
specification of composite services (see Section 1.2.1 for references). We more specifically
base the definition of WSCAL on the CSP language for the base statements, providing a

sound basis towards reasoning about WSCAL specifications. We thus detail here only the

statements that are specific to Web Services composition, i.e., handling of interactions with
participants and Web Services, and of exceptions (element given in bold face in the above

2@&%"?@*{ o Statement).

Project funded by the European Community under
the “Information Society Technology™ Programme
(1998-2002)




W3C
W3C CSP/Pi-Calculus

http://www.w3.0rg/2001/sw/BestPractices/SE/ODA/

4.2 Ontologies as Formal Model Specifications and the Incorporation of
Such Models 1In Semi-Formal Languages Example C: A cooperative Semantic
Web-based environment for semantic link among models According to
[Brown 2004], a formal underpinning for describing models TfTacilitates
meaningful i1ntegration and transformation among models, and is the
basis for automation through tools. However, in existing MDA practice,
semi-formal metamodels instead of formal specification languages are
used as such formal underpinnings for describing models. An obvious
reason is that, unlike UML, the industrial effort for standardising
diagramatic notations, a single dominating formal specification
language does not exist. Furthermore, different specifaction languages
are designed for different purposes; e.g., B/VDM/Z* are designed for
modelling data and states, while CSP/CCS/T1t-calculus** are designed
for modelling behaviors and interactions.

[Wang 2004] briefly describes such an Semantic Web-based enviroment for
semantic link among models, using DAML+OIL (instead of OWL). Examples
of semantic links include assertions that Object-Z classes are (treated
as) equivalent to CSP processes and that Object-Z operations are
equivalent to CSP events.

2013/10/5
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Bell

&
Bell Csp
(Squeak1 NeWSqueak’ Alef’ Plan 9 from Bell Labs
Linbo) Squeak, Newsqueak, Alef,

Linbo CSP/occam

http://en_wikipedia.org/wiki/Plan 9 from Bell Labs

http://swtch.com/~rsc/thread/

http://video.google.com/videoplay?docid=810232012617965344#
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@&

—"1 Google Go

What are Go"s ancestors?

Go 1s mostly iIn the C family (basic syntax), with significant input from the
Pascal/Modula/ZOberon family (declarations, packages), plus some ideas from
languages inspired by Tony Hoare"s CSP, such as Newsqueak and Limbo
(concurrency). However, it is a new language across the board. In every respect
the language was designed by thinking about what programmers do and how to make
programming, at least the kind of programming we do, more effective, which
means more fun.

Why build concurrency on the ideas of CSP?

Concurrency and multi-threaded programming have a reputation for difficulty. We
believe the problem is due partly to complex designs such as pthreads and
partly to overemphasis on low-level details such as mutexes, condition
variables, and even memory barriers. Higher-level interfaces enable much
simpler code, even if there are still mutexes and such under the covers.

One of the most successftul models for providing high-level linguistic support
for concurrency comes from Hoare®"s Communicating Sequential Processes, or CSP.
Occam and Erlang are two well known languages that stem from CSP. Go"s
concurrency primitives derive from a different part of the family tree whose
main contribution is the powerful notion of channels as first class objects.

http://golang.org/

http://golang.org/doc/go lang faq.html
http://newsnidea.com/19752/googles-go-programming-language-
tutorial-video/

2013/10/5
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MapReduce

User
Program
Dfork .- - -
DI €1) fork
i 4
MastD ‘
— - @
@ assign
_.assign reduce.
map

split 0 -

(6) wnte
output
split 1 (“’““D “| e

(5) emote read
split 2 —@EC\ (4) local write / >—
worker
split 3 7 < worker output

. file 1
split4
<worch
Input Map Intermediate files Reduce Output
files phase (on local disks) phase files

Google Cloud Computing MapReduce CSP/occam
Farming
Apache
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Dryad

Research
? ? ? ? Input files
R R [R

X X X X X X
W M
Channels . Vernces

{pmcesses}
Output files ; {

A Dryad programmer writes several sequential programs and connects them using one-
way channels. The computation is structured as a directed graph: programs are graph
vertices, while the channels are graph edges. A Dryad job is a graph generator
which can synthesize any directed acyclic graph. These graphs can even change
during execution, In response to Important events iIn the computation.

MapReduce

2013/10/5 64
http://research.microsoft.com/en-us/projects/dryad/



Python CSP Tomoso John Markus
Bjorndalen Google

http://www.cs.uit.no/~johnm/code/PyCSP/

http://code.google.com/p/pycsp/ -- pycsp-0.7.0.tar.gz

The PyCSP project is an on-going project to bring
CSP (Communicating Sequential Processes) to Python.

2013/10/5
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_
eSclience Center

Communicating Processes in Python

The main goal of this project is to enable non-computer scientists
to execute their scientific simulations efficiently on the next
generation processors having 16+ cores. PyCSP and the associated
graphical user interface CSPBuilder are an implementation of Hoares
CSP algebra that dates back to 1978. By using CSP the programmer can
prove a set of correctness criteria in their program that could not
otherwise be shown. A CSP application is concurrrent In structure
and can easily model data-flows from scientific applications, thus
iT non-computer scientists create their scientific simulations using
PyCSP, they might be able to utilize multi-core systems.

Facts: The project has one PhD student at the eScience centre, Rune
Friborg Mgllegaard and is funded through a project that has a total
of 3 PhD"s and one Postdoc.

Contact: PhD Rune Mgllegaard Friborg, runef@diku.dk

2013/10/5 http://www.escience.ku.dk/research/#1 o0
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python-csp

http://code.google.com/p/python-csp/

>>> @process
.. def writer(channel, n, _process=None):
- for 1 1In xrange(n):
.- channel .write(i)
.- channel .poison()
.- return

>>> @process
.. def reader(channel, _process=None):
.- while True:
.- print channel.read()

ENOWLEDGE = INMNOVATION = ENTERPRISE

| UMIVERSITY OF
‘/u WOLVERHAMPTON

>>> chan = Channel()
>>> Par(reader(chan), writer(chan,5)).start()

A WNEFLO

>>>

S. Mount, M. Hammoudeh, S. Wilson, R. Newman (2009) CSP as
a Domain-Specific Language Embedded in Python and Jython.
In Proceedings of Communicating Process Architectures 2009.
Eindoven, Netherlands. 1St -- 4th November 2009. Published
10S Press.

http://code.qgoogle.com/p/python-csp/downloads/list -- 67




Synchronous Javascript
( = Javascript-CSP)

C. Petitpierre, EPFL, Switzerland

L

ECOLE POLYTECHNIQUE
FEDERALE DE LAUSAMMNE

/ Generator \

when (ON)
waituntil(now()+2000)

chan.put(x)
\ \

http://Itiwww.epfl.ch/sJavascript/

Il

Channel

. when (parcel
hen (place avallablre)\tj\/\J accept get

accept put

N

available)

startStop.clicked()

N

2013/10/5

sync channel, select

when (ON)
> chan.get(x)

sinkStart.clicked()
= ON=!ON

Waituntil(now()+1000L

\_

/ Consumer \

J
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CHP

CHP: Communicating Haskell Processes

= Gommunicating Haskell Processes — Microsoft Internet Explorer

LB REE FRA BRICANE w-LE ALHH

University of

ent

http://www.cs.kent.ac.uk/projects/ofa/chp/

IR

Communlcatmg Haskell Processes

using the CHP library

ncurrency

About

Criterion’s Confidence Intervals: The Bootstrap

t March 24, 2010 & Neil Brown L7 3 comments

I've been doing some benchmarking with Criterion recently, and wanted to write up the
results. However, I didn't really understand how it was arriving at some of the statistics that it
spits out, particularly the confidence intervals. One book on the subject later, and I think I've
got it. I thought I'd write it down in case anyone else needed to know. (I'm not a statistics
expert though, so please do send corrections if necessary.) The mean result from Criterion is
straightforward; the benchmark is run (typically 100 times) and the mean is calculated in the
standard way (total time divided by count). But Criterion also gives 95% confidence intervals
for the mean, and these require some more detailed explanation.

Confidence Intervals

Confidence intervals are a notoriously tricky part of statistics. A confidence interval of 95%
means that if you run many separate experiments, and calculate a confidence interval for each
of them, 95% of those intervals will contain the true mean. The kicker being that you have no
way of knowing whether the interval you have for your one experiment is one of the 95% that
contain the mean, or one of the 5% that don't.

One way to calculate a confidence interval is to make an assumption about the distribution of
the data. It is important to realise that this is an assumption. For example, you might be

tempted to assume the times were normally distributed — but do you really believe that your
times come from a nerfectlv svmmetric hell-curve? Run times are often skew. distrihuted more
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Grid Computing
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The basic abstractions used to describe parallel algorithms have been developed in
the course of many years of research in operating systems, distributed computing,
and parallel computation. The use of channels was fTirst explored by Hoare in
Communicating Sequential Processes (CSP) [154] and i1s fundamental to the occam
programming language [231,280]. However, in CSP the task and channel structure
Is static, and both sender and receiver block until a communication has

completed. This approach has proven too restrictive for general-purpose parallel
programming. The task/channel model introduced in this chapter is described by
Chandy and Foster [102], who also discuss the conditions under which the model can
guarantee deterministic execution [51].

2013/10/5 http://www-unix.mcs.anl .gov/dbpp/text/nodel3._html



MPI

e Point-to-Point
— (MPI1_Ssend)

— (MPI1_Send,
MP1_Recv)

— (MP1_Bsend)

APl occam

2013/10/5

e Collective

— barrier(MPI_Barrier)
— broadcast(MPl_Bcast)
— scatter(MP1_Scatter)
— gather(MPI1_Gather)

— gather-to-all
(MP1_Allgather)

— all-to-
all(MPI_Alltoall)
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Cray XT5

Designed for MPI message passing, the
Cray SeaStar2+ chip combines
communications processing and high-
speed routing on a single device.
Each communications chip i1s composed
of aHyperTransport™ link, a Direct
Memory Access (DMA) engine, a
communications and management
processor, a high-speed interconnect
router and a service port.

http://www.cray.com/Assets/PDF/products/xt/CrayXT5Brochure.pdf

Transputer
Handel-C FPGA
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IBM BlueGene

BlueGene/L: "Scale-Out” at the System Level

0 BlueGene/L: 1/100th the physical size (320 vs
32,500 square feet) consumes 1/28th the power System

(216KW vs 6,000KW) - compared to Earth Simulator c b{“:t cabinets, 64x32x32)
anin

(32 Node boards, 8x8x16)

Node Board
(32 chips, 4x4x2)
16 Compute Cards

+#131,000 Processors

Compute Card
(2 chips, 2x1x1) 360 TFLOPS
. 16 TB DDR
Chip > . =
{2 processors) A0, b 5.7 TFLOPS
B 0 GFLops 256 GBDDR
[=3 ' 8 GB DDR
11.2 GFLOPS
- 0.5 GB DDR 0 Industry-standard
2.8/5.6 GFLOPS LINPACK benchmark

4 MB

0 Attained a sustained performance of 70.72 Teraflops
=eclipsing 3 year old top mark of 35.86 Teraflops - Japanese Earth Simulator
-recent mark of 42.7 Teraflops at the NASA's Ames research center

| © 2005 IBM Corporation B. Meyerson

http://ja.wikipedia.org/wiki/Blue_Gene

Transputer
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Transputer David May(Bristol
http://www.cs.bris.ac.uk/~dave/
2008 2Q
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Elektra™/
WINNER

2013/10/5

XMOS

XMOS

DATE®®~

Panel: Thurs 13th Mar, 2:45pm
HDL or Embedded Design Methods

Design Tradeoffs & Comparisons

Design Entry

“Compile” Times
Design Changes

IP Migration

“Program” Data
Achieving
necessary
Performance

edded
CONFERENCE
SILICON VALLEY

See us at booth 3034

XMOS SOs FPGA ASIC
G/C+C Verlog/VHDL (HW descriptions)
{behavioural)

Seconds Hours | Days
Recompile single | Repeat chip level P&R, fiming closure
source and verification

Rapid retarget Often redesign to new rules & specs
~few Kbytes ~megabits | 0

Thread scheduler | Hand-fitfing and low-level manipulation
ensLres of the silicon and the design tools.
guaranteed Subsequent design changes can force
performance of repeating the hand-fitting process
function
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picoChip

The leader in small cell technology

I. :_ﬂ

0-! — tﬂ“ll J|d\mg
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David May picoChip

http://www.picochip.com/
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System-on-Chip

ASIC/FPGA IP
Bus IP

CSP Crossbar
DSC PCI 50
AMBA Bus IBM CoreConnect Bus
Handel-C Verilog/VHDL import/export IP SoC Bus

STB

STBus STMicroelectronics On-Chip-Bus
2013/10/5 78
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o KYI STMicroelectronics
_: Data link
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Transport NI
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= T [ wwwartariscom/ tachnal =
Ha) o0 | R -0 -I2T, MRLATHT B [0z T
E.. Fomg | Corery | Corvinci U | Saarch | Blag
r
B Arteris
Toi Srveuss.mm Carr Came2se Abgt Us Technoagy Frioducts CLEOMErs higwis & Events Cannected Blog
. B B B EBE B
= ' S e DR B S
Address Increasing Complexity
a« MULTI PROTOCOL SOUPPORT
ED ARCHWITECTUME ——
Al sl =4 =04 1 1
2 ¢ U LR B
Network on Chip (NeC) Interconnect Technology for Sols PECHMOLOGY
Wiiith the nedd to mtegrate an iIntrassndg vanety of Semicondisctor Intellechual Propedy (5 blocks m & snoka n
warymg laberty amd bandvaidth recuiterments mist be supporied In an mleroonnect Fabmric Sapurots T Tranaport i Phy
Layers
Cinbenls it htaration and Seralisatem
Flamislivys Aovy Prateond. Auvy Architecnure.
Ry Dhumain.
Eral-tn- nal {palivg ol Samsive {Qui)
liminate Mooting Congarbios
- -
= —

NoC SoC
IEEE1355(T9000/C104)

Renesas, MegaChips, NTT Electronics, Toshiba

www.arteris.com/technology

80



MPPA occame-pi

RAM unit (RLT)

Compute unit (CL)

Halmstad Amobric Nethra Imaging
MPPA(Massively Parallel Processor Arrays)
occam-pi 360
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e SALSA (Service Aggregated Linked Sequential
Activities)

— http://www. infomall.org/multicore/index. php/Mal
n_Page

We generalize the well known CSP (Communicating Sequential
Processes) of Hoare to describe the low level approaches to
area a) as ‘“Linked Sequential Activities” In SALSA. We use
activities iIn SALSA to allow one to build services from either
threads, processes (usual MPI choice) or even just other
services. We choose linkage to denote the different ways of
synchronizing the parallel activities that may involve shared
memory rather than some form of messaging or communication

G. Fox Activity CSP Service

2013/10/5 82



Intel’s Projection
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OpenComRTOS SCC

Altreonic has signed an agreement with Intel Labs to
port its multicore capable OpenComRTOS to the Single-
chip Cloud Computer (SCC) experimental processor is a
48-core “concept vehicle” created by Intel Labs as a
platform for many-core software research. It
incorporates technologies intended to scale multi-
core processors to 100 cores and beyond, such as an
on-chip network, advanced power management
technologies and support for “message-passing.”

Dual-core 5CC Tile

While the hardware scaling seems to have no limits
thanks to Moore’s law (and Intel is well placed
through its access to the most advanced and dense
silicon technology), programming modern manycore and
multicore systems is still perceived as a serious
challenge and software productivity has been lagging
far behind the progress made on the hardware side.
Therefore Intel Labs has created the Many-core
Applications Research Community (MARC) and invited
academics and industry to join the effort making
serious progress in this direction.

5
= -
a
8
>
=]
§
b

Programming parallel systems with many processor
cores has been at the core of Altreonic’s technology
for many years and hence 1t was natural for Altreonic

scC to join in the effort as it already has proven
technology.

http://www.altreonic.com/
http://techresearch.intel _com/ProjectDetails._aspx?ld=1
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Intel SCC

f..; Thesis — Comparing virtualizations for Occam on the Intel 48-core Single-chip Gloud Gomputer - Windows Internet Explorer
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Intel SCC Go

f_:; The Go languaee’s concurrency constructs on the SGG — Windows Internet Explorer
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Adapteva’s Epiphany-

E Wz
L
Coprocessor to C/C++/OpencCL Scales to 1000's of
ARM/Intel Host : Prormbl cores on chi
T9000/C104

2013/10/5

http://www.theregister.co.uk/2012/10/07/adapteva_epiphany_parallel_computing_kickstarter/
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Adapteva $99 parallel processing
boards targeted for summer
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http://phys.org/news/2013-04-adapteva-parallel-boards-summer.html

2013/10/5
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256 CPU NoC Transputer/occam

Sigma-C Agent
J. Monnier STMicroelectronics Central R&D VLIW

Transputer/occam

http://www.kalray.eu/products/mppa-manycore/mppa-256/

2013/10/5
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Part Number

MPPA-256
MPPA-512
MPPA-1024

L|:P],-|"f."'|

Number OF
PROCESSORS
256
512

1024

H264

decode

Buwiayl3

GFLOPS

TOP Internal Memory
;ﬁbﬁ:ﬂz @400MHz Size (MBytes)

230 0,7 32+2
460 14 64+8
920 28 128+8

Alarm

* condition
detection

Content
analysis

Configurationand
Monitoring
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SpiNNaker

Hittg i E R L A

i

AT

SpiNNaker chip NoC(Network-on-Chip)
ARM9 MPU 18
72 ARM
1,036,800
GALS (Globally Asynchronous
Locally Synchronous) GALS CSpP
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SystemdJd

Video System server Mobile and
archiving i fined
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Video and other sensors

SystemJ GALS(Globaly Asynchronous Locally Synchronous)
Esterel CSP SystemJ

http://systemjtechnology.com/
2013/10/5
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Modelling and Analysis of Security Protocols

Peter Ryan, Steven Schneider, M. H. Goldsmith, G. Lowe and A. W. Roscoe
Addison-Wesley 2001

ISBN 0-201-67471-8. 300 pages. Index. Bibliography. Three appendices. $35.00

Reviewed by Robert Bruen August 1, 2003

As any field matures, theory and mathematics appear. Security is no exception. Areas such as cryptology have been mathematical
for a long time, in fact, it is quite near impossible to any serious work in cryptology without good math knowledge. Other areas in
security are in various stages of catch up mode. Protocols are still a bit to low level for many security professionals, but they are
the basic building blocks of security. The folks who work with protocols every day understand them in a way that the rest of us do
not. The demand for protocol improvements has been increasing for a while, however, there are not a lot of books explaining
protocols and even fewer that try to model them. Ryan and Schneider have helped to fill that gap with this book.

The authors use CSP, Communicating Sequential Processes, "...a mathematical framework for the description and analysis of
systems consisting of components (processes) interacting via the exchange of as interprocess messages." It is process algebra
which operating systems folks will recognize as interprocess communications or task-to-task communication, not a new concept [1,
2], but a somewhat different use. The principle of correct message delivery is at the heart of it.

They also use use a commercial model checker FDR from Formal Systems and a compiler called Casper, written by the authors.
All three of these tools are available on the Web. Their process is to describe a protocol in a script written in an abstract notation
for Casper. Casper translates the script into code that CSP can read and then can be checked by FDR. The Casper script has several
sections that model the protocol, such its description, the variables, the processes, specifications, functions systems and the
intruder. Each section is written in a formal manner with a specific syntax. Naturally, you must have thought it through beforehand.
Throughout the book, the Yahalom protocol is used as the object of analysis. Using the same protocol helps to provide a little more
clarity, unlike using a different protocol for different examples. Yahalom is well known enough to make it a good choice to tie
everything together. There is a good chapter on writing the Casper code with enough detail to allow the reader to learn it such that
it can be useful. A completed scripted is contained in an appendix, along with the output.

The authors cover fundamental principles of security, like authentication, non-repudiation, integrity, and so forth with bridges to
the modeling aspects. The explanations are understandable, which is not always the case with mathematical works. The book adds
to the security field by making the deeper levels of protocol modeling and analysis more accessible.

[1]Communicating Sequential Processes, C.A.R. Hoare. Communications of the ACM 21(8):666-677, August 1978.
[2]Communicating Sequential Processes, C.A.R. Hoare. Prentice Hall International Series in Computer Science, 1985.

http://www.ieee-security.org/Cipher/BookReviews/2003/Ryan_by bruen.html
2013/10/5
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Xen

. —

. Xen Hypervisor CSP
(http://www.xen.org/)
e« Xen
(http://www.xen.org/products/cloudxen.html)
« CSP Naval Research
« XML (Korea Information Security Agency)
2013/10/5

95



BPM,SOA CSP

- #% S E - oD
\EV*ZEFU::#
7‘-9_:'39 |

B ARIE®

SE
— BPM

2013/10/5

SOA

96



2013/10/5

IBM

CSP
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1. K. Chandy, J. Misra and Laura Haas. “Distributed Deadlock Detection”,
ACM Transactions on Computer Systems, Vol. 1, No. 2, May 1983, Pages 144-156.

2. J. C. P. Woodcock. “Transaction processing primitives and CSP”. The IBM Journal of Research &
Development 31(5):535-545 1987.

3. Matthias Kaiserswerth. “The Parallel Protocol Engine”, IEEE/ACM TRANSACTIONS ON
NETWORKING, Vol.1, NO. 6, DECEMBER 1993.
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( IBM Zurich Research Laboratory)
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7. “Security in Business Process Engineering”
(IBM Zurich Research Laboratory, R "uschlikon, Switzerland)
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High-Integrity Component-Based Engineering
for Enterprise Systems-(1)

Southampton
CSP e-Business

Background

The rapidly expanding and changing world of Enterprise Computing requires that developers be able
to respond to customer needs as quickly and effectively as possible. To be cost effective, these
services need to be implemented using as many existing components as possible rather than being
constructed from scratch. In addition, the business-critical and security-critical nature of Enterprise
Computing requires the systems providing the services to have very high integrity levels.
Typically, the development of a new service involves the construction of business process models
which describe the service at a high level of abstraction and which can be agreed upon with the
customer. These models are then translated into more detailed architectural designs which can be
deployed onto existing enterprise systems such as Enterprise Java Beans (EJB).

Unfortunately there is still a large deployment gap between the high-level business process
models and the target enterprise systems. Although there is considerable on-going work in
developing tools and techniques to support this translation and mapping, the existing techniques are
incomplete and not fully effective. This proposal aims to help bridge this gap by combining the
systems development expertise of IBM UK Laboratories with the advanced software engineering
methods expertise of DSSE.

2013/10/5 http://www.ecs.soton.ac.uk/~ph/hicbsel.htm 99



High-Integrity Component-Based Engineering
for Enterprise Systems-(2)

Programme

This proposal seeks funding for an initial investigation of how existing industrial
strength development techniquesmay be enhanced to meet the demands of High Integrity
Enterprise Computing. One of the deliverables of the initial investigation will be a
more comprehensive programme of collaborative research in this area.Currently, I1BM UK
Laboratories make use of XML for specifying architectural models for implementing
Enterprise Computing. While XML is very effective at describing structural aspects of
component relationships, it is weak at describing the behavioural aspects of components.
It 1s critical to be able to reason about the eventual behaviour of an enterprise
system from the behaviours of the components used to build it.

For the initial investigation we propose to look at how the XML design technique may be
enhanced with 1deas from behavioural specification languages such as B, CSP and the UML
Object Constraint Language (OCL). These languages provide rich notations for describing
service and component behaviour at appropriate levels of abstraction and provide
refinement techniques for ensuring consistency between models at different levels. The
languages have the added advantage of a formal underpinning which supports the
attainment of high integrity levels.

IBM UK Laboratories will provide DSSE with access to their XML tool, as well as some

specifications of services and EJB-based architectural components. They will also
provide extensive on-going feedback on the investigation.

2013/10/5 100



Business Process with BPEL4WS

The BPEL4WS process itself is basically a flow-chart
like expression of an algorithm. Each step in the
process is called an activity. There are a collection
of primitive activities: invoking an operation on some
Web service (<invoke>), waiting for a message to
operation of the service"s interface to be invoked by
someone externally (<receive>), generating the

response of an i1nput/output operation (<reply>), -

waiting for some time (<wait>), copying data from one process ::= service | scope |

place to another (<assign>), indicating that something interaction | receive

went wrong (<throw>), terminating the entire service | reply | )

instance (<terminate>), or doing nothing (<empty>). asynchronous/synchronous invole |
sequence | flow | while | pick

These primitive activities can combined Into more
complex algorithms using any of the structure

activities provided in the language. These are the
ability to define an ordered sequence of steps
(<sequence>), the ability to have branching using the
now common "case-statement™ approach (<switch>), the,.
ability to define a loop (<while>), the ability to
execute one of several alternative paths (<pick>), and
finally the ability to indicate that a collection of %ﬁ%ﬁgﬁ
steps should be executed in parallel (<flow>). Within

activities executing in parallel, one can iIndicate
execution order constraints by using the links.
BPEL4WS allows you to recursively combine the
structured activities to express arbitrarily complex
algorithms that represent the implementation of the
service.

Input-only operation

Input-only operation
<recejves

2013/10/5 http://www-106. ibm.com/developerworks/webservices/library/ws-bpelcoll/ 101



<process name="loanApprovalProcess"
targetNamespace=""http://acme.com/simpleloanprocessi
ng"
mlns=""http://schemas.xmlsoap.org/ws/2002/07/busines
s-process/"
xmIns:Ins="http://loans.org/wsdl/loan-approval™
xmIns: loandef="http://tempuri.org/services/loandefi
nitions"
xmIns:apns="http://tempuri.org/services/loanapprove
s

<seguence>

<receive name="receivel”
partner="customer"
portType="apns: loanApprovalPT"
operation="approve"’
container=""request"
createlnstance="yes">

</receive>

Financial
Institution's
Web service

(loan
approver)

http://www-106.ibm.com/developerworks/webservices/library/ws-bpelcol2/

2013/10/5

<invoke name=""invokeapprover"
partner=""approver"
portType="apns: loanApprovalPT"
operation=""approve"
inputContainer="request"
outputContainer="approval Info'>
</invoke>

<reply name="reply"
partner="customer"
portType="apns: loanApprovalPT"
operation="approve"
container="approval Info">

</reply>

</sequence>

</process>
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High-Integrity Component-Based Engineering
for Enterprise Systems-(3)

DSSE will develop ways of combining behavioural specification techniques with XML and of

relating the following:

- the abstract business process models describing business services;

- the specifications of the architectural components;the specifications of the operational
characteristics of these business services (their expected qualities of service);

- and the specifications of the target IT systems upon which the business services are to be
deployed.

DSSE will also undertake a number of case studies to validate their proposals.

The initial investigation will deliver:

- Proposals for enhancements to XML and the XML tool including support for consistent
checking between the three aspects of the specifications outlined above.

- Techniques for relating high-level business process models with architectural components
along with supporting case studies.

- A plan for a more comprehensive programme of collaborative research.

DSSE Group

The DSSE Group, led by Prof Peter Henderson, is a research group of the Department of Electronics
and Computer Science at the University of Southampton. Members of the group have considerable
expertise in advanced software engineering approaches such as Business Process Modelling and
Formal Methods. The Group has been involved in the application of these methods and in the
development of tools to support their use. The Group attracts UK Government and European funding
apdimseeveral on-going industrial collaborations in the areas of Business Process Modelling anth3
Formal Methods.



FPGA-based networking systems for high data-
rate and reliable in-vehicle commmunications

Publisher EDA Consortium San Jose, CA, USA
ABSTRACT

The amount of electronic systems introduced in vehicles is continuously increasing: X-by-wire, complex
electronic control systems and above all future applications such as automotive vision and safety warnings
require in-car reliable communication backbones with the capability to handle large amount of data at high
speeds. To cope with this issue and driven by the experience of aerospace systems, the Space Wire standard,
recently proposed by the European Space Agency (ESA), can be introduced in the automotive field. The
SpaceWire is a serial data link standard which provides safety and redundancy and guarantees to handle
data-rates up to hundreds of Mbps. This paper presents the design of configurable SpaceWire router and
interface hardware macrocells, the first in state of the art compliant with the newest standard extensions,
Protocol Identification (PID) and Remote Memory Access Protocol (RMAP). The macrocells have been
integrated and tested on antifuse technology in the framework of an ESA project. The achieved
performances of a router with 8 links, 130 Mbps data-rate, 1.5 W power cost, meet the requirements of
future automotive electronic systems. The proposed networking solution simplifies the connectivity,
reducing also the relevant volume and mass budgets, provides network safety and redundancy and
guarantees to handle very high bandwidth data flows not covered by current standards as CAN or FlexRay.

http://portal.acm.org:80/citation.cfm?id=1266470
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Ptolemyll

UC Edward Lee Ptolemyll

http://ptolemy.eecs.berkeley.edu/~eal/
http://ptolemy.eecs.berkeley.edu/ptolemyll/index.htm

CSP

http://ptolemy.eecs.berkeley.edu/papers/99/HMAD/html/csp.html

http://ptolemy.eecs.berkeley.edu/publications/papers/06/problemwithThreads/
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AVACS

http://www.avacs.org/

455\ UNIVERSITAT
‘==l DES
=5 SAARLANDES

i5s® ALBERTLUDWIGS. /
UNIVERSITAT FREIBURG

AVACS

Automatic Verification and Analysis of Complex Systems

AVACS OZ/CSP/DC
MOBY
(car platoon)
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YVerum

http://www.verum.com/

Verum Software Technologies BV (Waalre, Netherlands) has received a European
patent for its Analytical Software Design (ASD) technologies. The patent (#
EP1749264) recognizes a method of applying the formal methods technique called

hisirdiedraneod communicating sequential processes (CSP) algebras to develop defect free software
verified software architectures and software codes which are event driven and exhibit lots of

concurrency.

= ASD Models are:
ASDmodel) « - Precise
= Complete
Design / = Correct
Errors / \ « Traceable
Generate Generate
| formal defect free
| model source code
ASD from verified =« Java
| / model
| = . ¢
| Formal = C++
| model and | o ASD guarantees Source |. C#
= implemanation Delect Feedhec Loog Ui pnir ) < , I
st Epwrficanien & Dnitiegn Detoct Fredtionh Ling | == -—'—;_;::—! -Fw_r verification/ equivalence Code
o 1 Ty |7 Compurere |
Sl Proceds e Duta Flow |::.m:_ \ — L . ; . .
= L

http://www.electronics-eetimes.com/en/verum-gains-patent-for-formal-methods-based-tool.html?cmp_id=7&news_id=222901332&vID=220
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PHILIPS

sense and simplicity

http://www.healthcare.philips.com/main/

PHILIPS

http://www.apptech.philips.com/

http://www.press.ce.philips.com/

ccm e

gentre lor concepis in mechatronics

http://mwww.ccm.nl/

Nanda

http://www.nanda-tech.com/

ASM £

http://www.asm.com/

“# FE| COMPANY

ManmoirticH

http://www.fei.com/

\ ¥ 4

http://www.nxp.com/

2080

eee

L B B
TTPCOM

http://ajar.ukmn.com/

http://www.sioux.nl/

http://www.verum.com/markets/customers.html
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Handel-C

e 1990 Oxford Computing Lab
Hardware Compilation Research Group

 Handel-C HW/SW (Co-Design)

« CSP

 Handel-C  Compiling occam to FPGA

e seq, par, alt, pri, timer C
 Verilog, VHDL HDL C
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PR Handel-C

Handel-C Oxford lan Page C
CSP/occam occam
(SEQ,PAR,ALT,WHILE,?,!, etc) Xilinx FPGA

HPC
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- 1/8 1/5

- ( VHDL.vs.Handel-C %2
), IP V6 : Handel-C 1/6 VS.
Verilog .vs. VHDL ), Handel-C .vs. VHDL )
JPEG2000: Handel-C 1/3 .vs. VHDL ( JPEG2000
Processor .vs. FPAG
)
- Processor .vs. Hardware )
— City of London ( ..vs. GPU .vs. Cell .vs.
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Lockheed NA
Hubble
Telescope
Celoxica Software

454 Corp
Genome
Computing
Celoxica Software and Hardware

»Encryption/Decryption
» Pattern Matching

_ »Genome Sequencing
Hienergy Europe

Radiation Detectors
Celoxica Software and Hardware

Silicon Graphics
Blade
Server ;

Celoxica Software

HPC)

Sharp UK R&D
3D Imaging
Celoxica Software and Hardware

Intel
Networking Products
Celoxica Software

»Imaging
BAE SYSTEMS
Teleconferencing Celoxica software and Hardware »Video-Audio

Celoxica Software
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Sy




City of London
P(S,T)=Ke "™ N(—d

2

) — SN(~dy).

- Double | Single Single Double | Single Double
‘ 67MHz | 61MHz | 400MHz 32GHz | 3.2GHz | 2.5GHz
15 41 32 5 29 1
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Processor .vs. Hardware

Hough & inverse Hough processing

2 seconds of processing time
@20Mhz
370x

12 minutes processing time
Pentium 4 - 3Ghz

AES 1MB data proc/cryptography rate
Encryption

424 ms/19.7 MB/s
424 ms/19.7 MB/s

5,558 ms/1.51 MB/s
5,562 ms/ 1.51 MB/s

Decryption 13x
Smith-Waterman 100 sec FPGA processing 6461 sec processing time
ssearch34 from FASTA 64x Opteron

Multi-dimensional hypercube search

1.06 Sec FPGA@140Mhz Virtex Il
113x

119.5 Sec
Opteron - 2.2 Ghz

Callable Monte-Carlo Analysis
64,000 paths

10 sec of Processing @200 Mhz
FPGA system
10x

100 sec processing time
Opteron - 2.4 Ghz

BJM Financial Analysis
5 million paths

242 sec of Processing @61 Mhz
FPGA system
26x

6300 sec processing time
Pentium 4 — 1.5 Ghz

2013/10/5
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UR:F Ultra-Realistic Commurications Forum Eﬂﬂﬁ: = :I.-:ﬂ'— | ;’E*I? * -5 N

http://www.scat.or.jp/urcf/

2 TR i
AKx2K, 8Kx4K A S
- | o LAN
TV

TV
EDSF2008

Handel-C FPGA
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C MATLAB FPGA VDHL
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FPGA PC GPU
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Computing without Computers

Wintel
e CSP/occam Handel-C
« FPGA
— Pentium 20-200
e SerDes P2P
- (Massively Parallel)

— Grid, Torus, RiIng, Pipe, Systolic Array
Hypercube, Butterfly -

e SOC/NoC

PO proceviing B Fypeeouteuicycls
* B s | 178 =~ (2 Il pempa e

_;-q

:::::

13,800 painty procewisd S0 times
Cakwlstion takes set D47 WO
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NSL

NSL Next Synthesis Language

RTL
LSI
NSL CSP Communicating Sequential Processes, 1978, C.A.Hoare
Transputer OCCAM 1983, D.May SFL/PARTHENON 1985,
NTT CSP
NSL 2002  IP ARCH, Inc.
PCI SDRAM USB
NSL 2009
NSL Verilog HDL VHDL
NSL SystemC NSL NSL
RTL VerilogHDL C
NSL 100

NSL
NSL

http://www.overtone.co.jp/products/about_nsl/
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a

e ProCoS Il project

— http://archive.comlab.ox.ac.uk/procos/procos2.htmil
Oxford Denmark Oldenburg

« SAFEMOS project
— http://formalmethods.wikia.com/wiki/SAFEMOS

Inmos Ltd, SRI, Oxford , Cambridge

CSP/occam/Transputer
Duration Calculus
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Fault Tolerant

e CSP Channels for CAN-Bus Connected Embedded
Control Systems

— http://doc.utwente.nl/43827/
' /
— http://www.unisys.co.jp/tec_info/tr52/5202.htm

+ MAFTIA
— http://www.maftia.org/

M
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Autonomous System

 NASA autonomous ground control system
— http://isd.gsfc.nasa.gov/Papers/DOC/aireviewl.pdf
 Twin-Burger

— http://underwater.1is.u-tokyo.ac.jp/robot/tb/tb-intro-
e.html
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UK Grand Challenges for Computing

National
e-Science
Centre

2013/10/5

GC1
GC2/4
GC3
GC5
GC6
GC7
GCS8
GC9

Research

http://www.nesc.ac.uk/esi/events/Grand_Challenges/

UK
COMPUTING
RESEARCH E Bcs CPHC |H

COMMITTEE

In Vivo—in Silico (iViS)

Global Ubiquitous Computing

Memories for Life: managing information over a human lifetime
The Architecture of Brain and Mind

Dependable Systems Evolution

Journeys in Non-Classical Computation

Learning for Life

Bringing the Past to Life for the Citizen

GC CSP/TT occam-1t/JCSP/C++CSP/Handel-C
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UK Grand Challenges for Computing

Research

http://www.ukcrc.org.uk/about/member.cfm

Domain Theory —»

VDM ——
CSP ——
Robot

Real-Time(occam/Ada)
Ambient-calculus ——

csp —
LTSA
csp —
LTSA
Transputer —
Pi-calculus —
CSP —» {
CSP/Z/Circus
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CSP/1t-calculus

Samson Abramsky

University of Oxford

Muffy Calder

University of Glasgow

Cliff Jones

University of Newcastle

Mark B Josephs

London South Bank University

Michel Brady University of Oxford

Alan Burns University of York

Luca Carrelli Microsoft Research, Cambridge, UK
Tony Hoare Microsoft Research, Cambridge, UK

Jeff Kramer

Imperial College London

Marta Kwiatowska

Oxford University Computing Laboratory

Jeffrey Magee Imperial College London

David May University of Bristol

Robin Milner University of Cambridge

Bill Roscoe Oxford University Computing Laboratory

Steve Schneider

University of Surrey

Jim C P Woodcock

University of York
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CoSMoS

Complex Systems Modelling and Simulation infrastructure

Project Aims

Our project will build capacity in generic modelling tools and simulation techniques for complex systems, to support the modelling,
analysis and prediction of complex systems, and to help design and validate complex systems. Drawing on our state-of-the-art expertise
in many aspects of computer systems engineering, we will develop CoSMoS, a modelling and simulation process and infrastructure
specifically designed to allow complex systems to be explored, analysed, and designed within a uniform framework.

CoSMosS will comprise: a modelling and analysis process, based on computational concepts such as class, state, behaviour, and
communication, and on complex system emergent properties, expressed in part as rich argumentation, modelling, analysis, and
refactoring Pattern Languages; a massively parallel and distributed simulation environment, based on CSP and system modelling
technologies that encompass a wide range of process granularities, targeted to the specific properties of complex systems: vast numbers
of (relatively) simple agents interacting and communicating in parallel, in an (often stigmergic) environment. The development of
CoSMosS will be case study driven, to ensure that it contains the necessary generic components, and so that several iterations of the
method and toolset, of increasing functionality and applicability, can be produced and validated. The detailed project aims are:

to design pattern languages for: abstract computational representations suitable for modelling complex systems; analyses of their
collective and emergent properties; refactorings, both of composed models, and for targetting simulations; argument structures, to reason
about validity

systems, as instantiatable code frameworks in occam-7t, Handel-C, and JCSP, targeting multiple processors

to bring these together in an integrated process, that guides the tasks of probing a complex system in order to build suitable abstract
models (modelling pattern language), mapping a model to the simulation framework (refactoring pattern language), instantiating the
framework to produce a simulation, arguing the validity of the simulation against the original system (argumentation pattern language),
and using the simulation in a predictive manner (analysis pattern language)

to model and simulate a range of complex system case studies, both for driving the initial development and for performing the eventual
validation of the entire CoSMoS process (modelling, mapping, instantiating, validating, predicting).

2013/10/5 http://www.cosmos-research.org/caseforsupport.html#projectaims 125



FM2009
43@»

16th International Symposium on Formal Methods
Eindhoven, the Netherlands, October 30 - November 7, 2009

Events

This page provides a short description of the events of Formal Methods Week, and links to further information.
FM2009 ...

EMICS ...

PDMC ...

REFINE ...

TESTCOM/FATES ...

FACS ... ’ |

CPA Two-and-a-half-day workshop on Communication Process Architectures, organized by WoTUG, a forum set up to
support those applying the CSP model of parallel processing. The conference theme is concurrency, and models of
concurrency - at all levels of granularity, and as applicable to both software and hardware. CPA aims to/st’imulate ideas and
discussions relevant to the engineering of concurrent systems.

P m
http://www.win.tue.nl:80/fm2009/index.html CSP/occa
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CSP/FDR2/occam-pi/JCSP/C++CSP/Handel-C

Kent, Bristol, Oxford, Keele, Surry, Birmingham, Manchester, York, Loughborough
University, Southampton, London, Imperial, South Bank, Essex, Plymouth, Bradford, MacMaster
Newecasltle upon Tyne UK

(MIT, Bell A&T Lab, CMU, UCB, UCSD, PSU, RIT, USU, Colgate , Colby College,
NYU, Syracuse, Colorado, Texus, )
(Paderborn, Oldenburg, Bremen, Berlin, Passau, Dresden, Ulm )

(INRIA,IMAG) (Copenhagen)

(Twente, Utrecht, Leiden)
(Bologna, Pisa)
(Limburgs)
(Malaga)
(NUS)
(Queensland)
(117T)
(Calgary)

( 7
Handel-C
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CSP FDR2 JCSP
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il
. Celoxica

. Imperial Web page
—  Oxford CSP/Handel-C
—  Essex Handel C
. Handel-C
—  Imperial Handel C Forum
e http://www.doc.ic.ac.uk/~akf/handel-c/cqi-bin/forum.cqi
- NTU/NUS Handel-C
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World occam and Transputer User Group
(http://www.wotug.org/)

a Gommunicating Procezss Architectures - 2002 - Microsoft Internet Explorer
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UJOTUG The Place for Communicating Processes.

Home Conferences Links Reference Ahout

gzt Communicating Process Architectures - 2002
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Search | |
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CSP

CSP

http://www.csp-consortium.org/
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